Summary

Azra et al. have greatly improved the manuscript, the text is significantly clearer in many sections and many new figures have been added giving greater insight to the model and its results. The authors addressed many of my previous comments. However, a large number of my comments remain unaddressed, or the authors’ responses were unsatisfactory. Additionally, some of the added figures and information have raised new issues which were not apparent previously and will now also need to be addressed. Based on the authors’ replies to my previous comments the primary goal of the current model and manuscript is to demonstrate the effectiveness of simplified modelling approaches in studying 3D spatial encoding in rodents. Unfortunately, the current model deviates from the experimental data in every tested environment, but these errors are not addressed or discussed, resulting in an incomplete analysis of the model’s effectiveness. The head direction (HD) “resolution” analysis has been clarified and is much more understandable. However, reviewing this section of the manuscript now, I am not sure how the reader is supposed to interpret this analysis or how it relates to the HD experimental literature. This manipulation involves tuning the modelled HD cell resolution and has no apparent physiological basis. The classification of the place and grid cells continues to raise concerns: the example grid cells shown are often unconvincing and are often indistinguishable from the example place cells. Based on the authors’ responses to my previous comments the distinction between these cell types seems to largely depend on an arbitrarily chosen spiking threshold. The authors rely on an unspecified hexagonal grid score to define and justify their classification of grid cells, they describe this process inconsistently and with no detail. A single grid score alone is a very poor classification method, especially when it is unknown if we would expect to see any grid cells at all. I have provided possible solutions to these issues below where possible. The authors undertook a lot of work to rerun the model, including new 2D environments, but in terms of analyses and discussion the current manuscript is only an incremental improvement over the previous draft. I think the model and many analyses need to be significantly improved before the manuscript would be suitable for publication.

Major comments

1. Previous major comment 1: I did not find the responses to this comment very convincing. It is still not entirely clear to me what advancements the current model provides. However, if my other comments were addressed this would not remain a major issue as I think at that point the current model would provide a lot of value to the literature and would be interesting to many readers.

a. “By using an autoencoder in place of LAHN, the current approach can be expanded to model multisensory Integration” but Soman et al. (2017; https://doi.org/10.1109/TCDS.2017.2752369) also used their lateral anti-Hebbian network to model multisensory integration in the hippocampal formation. This is not unique to the current model.

Ans) Yes, indeed Soman et al. (2017) showed multisensory integration with the LAHN network, although the visual input was hand-coded and artificial. As the autoencoder can handle non-linear data, the model is capable of doing multisensory integration with realistic visual inputs. (Aziz et al., 2022) shows this in 2D environments.

b. “Another key advantage of using an encoder-based approach is the robustness of the model, posited as an agent trainable using reinforcement learning” but other models using lateral anti-Hebbian connectivity have also incorporated reinforcement signals using a multiHebbian learning rule (https://doi.org/10.1016/j.pneurobio.2003.12.001). This is not unique to the current model. Additionally, neither of these mechanisms are explored in the current manuscript so they are not advancements made by the current model.

Ans) Adding to the answer of 1a, the strength of the current manuscript is modelling of novel place and grid observations in 3D and their properties in certain environmental paradigms that have not been modelled before. The multisensory integration using realistic visual cues, real-time navigation using reinforcement learning signals, and comprehensive modelling of most spatial encoding in 2D and 3D are future prospects of the model. The current model sheds light on the capacity of simplistic models with a novel, simple path integration mechanism that can model a variety of cells (Azra et al. 2022) and can also incorporate novel experimental findings such as the ones modelled in this manuscript.

c. “the current paper also elaborates on the impact of HD units (resolution of Head direction)” now that this analysis is better described and I understand it, I’m not convinced that manipulating the resolution of the HD system is a meaningful advancement (see major comment 4 below).

Ans) We understand that the impact of HD units does not have a physiological basis. Therefore, we have removed that study from the manuscript. We initially speculated that the deviation of the results of the computational model from the experimental results could be explained by studying the HD tuning. However, considering your suggestion to remove the diagonal movements from the trajectory, we understand that most of the deviations were coming from the trajectory itself.

d. “For example, an evenly distributed trajectory with complete access to all dimensions, such as in bats but with lower HD resolution to train on, can exhibit anisotropic firing patterns. Similarly, vice versa is true, which means an unevenly distributed trajectory but with higher resolution of pitch (n2) and azimuth (n1) units for HD tuning can lead to more isotropic firing fields” this does not seem to be shown in the current manuscript, i.e. page 30, line 19 states that “The observed place fields were anisotropic […] for all observed combinations of Azimuth and pitch resolution” suggesting the authors did not find an effect of HD “resolution” on anisotropy. The authors also use the same trajectory throughout their tests, this was modelled on a rat trajectory, so the authors did not compare bat-like and rat-like trajectory distributions.

Ans) Yes, the interpretation of our previous results was incorrect. We found out that the difference in the results was because of the diagonal movements in the trajectories of lattice mazes, we have now removed the HD resolution study from the manuscript.

e. In response to previous minor comment 31: “the only experimental study replicated for rat is the response of place cell and grid cell when the rat moves on the vertical wall, which is not strictly a 3D environment.” I agree that a strength of the current manuscript is that it closely replicates the rat experiments and analyses. However, there are many discrepancies between the current model and the experiment data, both in the methodology (e.g. rats move diagonally in the aligned and tilted lattice, HD cells are discretized) and in results (e.g. the distinction between place and grid cells is unclear, place cells in the lattice mazes are periodic) which undermines this. I disagree that the current model adequately describes the experimental data. Furthermore, the authors’ investigation of 3D environments is a partial one because they do not analyze the activity of grid cells in the lattice maze environments.

Ans) Thank you for the comment. As suggested by you, we removed the diagonal movements in both the lattice mazes. Regarding the discretization of HD cells, we did a thorough study of the results with different combinations of HD cells while keeping the number of azimuth angles at 20 and changing the pitch angles ranging from 1 to 20. However, we get the closest results when the number of pitch angles is three, which is shown in the current update of the manuscript. The analysis for grid cells has not been added to the current manuscript for two primary reasons: 1) the current manuscript focuses on paradigms where the reported fields (place or grid) were experimentally observed to show uneven elongation of firing fields along gravity axis (aligned lattice, pegboard, helix) compared to horizontal axes and this disparity vanishes when tested in tilted lattice. 2) the experimental results were not under the scope of study during the progression of this project, as the grid cell observations were unknown.

f. The authors stated in their response to major comment 2 that “the primary goal of this model is to show the effectiveness of simplified modelling approaches to study 3D spatial encoding in rodents”, in this case I think the manuscript abstract needs to be reworked as it heavily emphasizes comparisons between rats and bats but no attempt has been made to model bat spatial responses or compare them to rat responses.

Ans) Thank you for pointing out this. The abstract is now reworked as: “Studies on the neural correlates of navigation in 3D environments are plagued by several issues that need to be solved. For example, experimental studies show markedly different place cell responses in rats and bats, both navigating in 3D environments. In this study, we focus on modelling the spatial cells in rodents in a 3D environment. We propose a deep autoencoder network to model the place and grid cells in a simulated agent navigating in a 3D environment. The input layer to the autoencoder network model is the HD layer which encodes the agent’s HD in terms of azimuth (θ) and pitch angles (ϕ). The output of this layer is given as input to the Path Integration (PI) layer, which integrates velocity information into the phase of oscillating neural activity. The output of the PI layer is modulated and passed through a low pass filter to make it purely a function of space before passing it to an autoencoder. The bottleneck layer of the autoencoder model encodes the spatial cell-like responses. Both grid cell and place cell-like responses are observed. The proposed model is verified using two experimental studies with two 3D environments in each. This model paves the way for a holistic approach to using deep neural networks to model spatial cells in 3D navigation.”

2. The authors have endeavored to clarify their cell categorization procedures; however, I still have serious concerns about the classification of cells as grid or place cells. Generally, the descriptions of the methods used to analyze the spatial cells lack a great deal of detail and are not informative or consistent, these need to be reworked for clarity.

a. Page 32, line 29: “The 50 neurons in the encoder layer are analyzed for the grid and place cells (Markus et al., 1994; Hafting et al., 2005)” for the convenience of the reader and for clarity please specify the methods used for cell classification in the current manuscript rather than referring to a secondary source.

Ans) Thank you for pointing this out. We have now included the procedure for classifying the grid and place cells in the Methods section 2.4.4 “Place and grid cell classification”.

b. “To classify the place cells, we consider the neurons whose spatial information is greater than 0.3 bits/spike” please reformulate for clarity. Are only the cells with spatial information >0.3 tested to see if they are place cells? Or are all cells with spatial information >0.3 classified as place cells? In either case, this is not the method used by Markus et al., why did the authors choose 0.3 bits/spike (which is a low value in rat experimental data)? Why do the authors not use the spike train shuffle procedure described by Markus et al.?

Ans) Thank you for pointing this out. We have clarified the procedure in the Methods section. The line “To classify……0.3bits/spike” is now removed, and a reference to the Methods section is given. Now we classify a neuron to be a place cell if the spatial information is greater than 0.3 bits/spike and sparsity is less than 0.1. Then we also perform the random shuffling test on spike data of the neurons filtered using above criteria. The neurons whose spatial information is greater than the 99th percentile of shuffled spatial information distribution and whose sparsity is less than 1 percentile of shuffled sparsity distribution are classified as place cells.

c. Hafting et al. (2005) did not describe a grid score metric in their paper but is cited by the authors in reference to grid score. What grid score metric did the authors use? The authors should also include spike train shuffles to assess the statistical significance of a cell’s grid score (i.e. see supplementary methods: https://doi.org/10.1126/science.1201685). Additionally, please describe the autocorrelation approach used in the methods/supplementary information.

Ans) Thank you for pointing out this mistake. We have removed the Hafting reference from this part of the manuscript. We also have mentioned the criteria we have used in the Methods section 2.4.4.2 for the classification of Hexagonal grid and Square grid cells. The method section contains the autocorrelation approach used.

d. In the authors’ replies to my previous comments they stated that “For our analysis we have considered only the cells with positive Hexagonal Grid Score”, a grid score cutoff of >0 is far too liberal. No experiment has used such a low grid score cutoff and grid cell grid scores are typically > 0.5 (see Grieves at al. Figure 4C or https://www.nature.com/articles/nn.2602 Figure 4C). The authors need to clarify exactly what their classification process for grid cells was as this is an extremely important analysis.

Ans) We have now changed the criteria for considering a neuron as a grid cell. We now consider grid score cutoff > 0.3 and also exclude the square grid cells. Hence a hexagonal grid cell has a hexagonal grid score > 0.3, and a square grid cell has a square grid score > 0.3.

e. “The neurons that pass the criteria of having a high Hexagonal grid score (HGS) (Hafting et al., 2005) for grid cells and criteria of high spatial information (Markus et al., 1994) and low HGS for place cells in a 2D environment are also tested on the 3D pegboard environment.” Can the authors include the actual cutoff values (e.g. what is a ‘high’ spatial information score)? This description is given for the pegboard maze, are these the same or different criteria as described for the other experiments? For clarity and consistency the authors should clearly define their classification criteria for place and grid cells once in their Methods section and apply the same criteria to all of the modelled experiments.

Ans) Yes, we have used the same criteria for classifying grid and place cells throughout the manuscript. This part of the manuscript in the pegboard section is reworked now and a reference to the methods section is given.

3. The authors have added many plots of spatial responses, the authors also followed my previous suggestion of including a 2D arena which allows for easier classification of the spatial neurons. However, having now seen the responses of many of these cells in a 2D arena, I have concerns about the classification of cells as grid or place cells and the consistency of the model throughout the manuscript.

a. Compare Figure S5 (pegboard place cells) to Figure S4 (pegboard grid cells). Many of the grid cells in Figure S4 have only 3 fields and their grid pattern does not persist across the arena. Some of the cells (i.e. bottom left and right) simply do not exhibit a grid pattern at all and should not be classified as grid cells. Many of the place cells have multiple, identically shaped fields. The spacing between fields is also remarkably consistent across place and grid cells suggesting a common underlying mechanism of field placement, unlike what is observed in experimental data (see e.g. Harland et al., 2021 https://doi.org/10.1016/j.cub.2021.03.003). One possibility is that the grid cells categorized by the authors are multi-field place cells that have fields in a triangular array by chance. I do not think the authors can rely on a single grid score metric to classify their cells as grid cells. I think the authors need to include multiple 2D environments – a true grid cell should exhibit a hexagonal grid patten in every environment. Because many of the authors’ grid cells exhibit incomplete local grid firing patterns, I would also suggest including a much larger environment (i.e. 4 x the size of the current 2D arena) to assess if the hexagonal firing pattern is indeed continuous. Without these additional tests, and based on the examples shown, I don’t think the authors can convincingly label their cells as grid cells.

Ans) Thank you for this comment. The problem you are mentioning arose because of the PI we used for our model. i.e., . This formulation of PI gives symmetric firing with equally spaced firing fields (purely grid cells). In order to solve this problem, i.e., break the symmetry, we have used a complex form of PI, i.e., . For implementation purposes, we use concatenate(cos(βz‧U\_i ) and sin(βz‧U\_i)) as PI. Therefore, the encoded layer of autoencoder with this formulation of PI gives grid as well as place cells (Aziz et.al 2022). For classifying a neuron as a grid cell, we get the auto-correlogram and then calculate the HGS and SGS. We exclude all the square grid cells from the study.

b. I pointed out previously that some of the plotted grid cells exhibited square firing patterns and that square firing patterns were reported using this same model previously (Aziz et al. 2022; https://doi.org/10.1002/hipo.23461) making it very likely they will arise in the current dataset. The authors responded that “we do not consider square grid cells in the current study” which is not a satisfactory response. If the authors want to make conclusions about hexagonal grid cells, square firing patterns will need to be excluded from the current study. Please include a square grid score, analyze square grid cells separately or exclude them. Please also report the distributions of hexagonal and square grid scores so that the reader can clearly understand the composition of the network’s cells.

Ans) Yes, indeed, there are square grid cells in the encoder layer of the model, but they are excluded from the study, as now mentioned in the methods section. For clarity, we have included the distributions of the hexagonal grid and square grid cells for each experiment in the supplementary section.

c. For each environment, the authors also model the activity of their cells in a 2D arena. These 2D arenas allow the authors to classify cells as place or grid cells. However, for the lattice maze experiment the authors did not test if neurons exhibited a hexagonal grid response in the 2D arena and did not analyze the activity of putative grid cells in the lattice mazes. I raised this issue previously and the authors state that “This has been shown by different models previously and hence does not fall under the scope of this study”. However, the authors also stated in their response to major comment 2 that “the primary goal of this model is to show the effectiveness of simplified modelling approaches to study 3D spatial encoding in rodents” so it is hard to see how grid cell activity in the lattice mazes is not directly within the scope of the current study.

Ans) Indeed, we do observe grid cell activity in the 2D arena and we do not analyse the activity of these grid cells in lattice maze for reasons mentioned in 1e. Pertaining to the second part of the question we have updated the objective of the paper and changed it from “simplified modelling approaches to study 3D spatial encoding in rodents” to a very specific modelling paradigms that we undertake in this study such as place cells in lattice mazes and place and grid cells in pegboard and helix mazes.

d. Almost every place cell shown in the aligned and tilted lattice maze seems to exhibit periodic firing (Figure S1.1). Some cells exhibit cubic firing patterns (i.e. 7th cell down, left column, Figure S1.1) while others exhibit columns arranged in a triangular grid (i.e. 3rd cell down, right column, Figure S1.1). These responses are not consistent with experimental rat or bat data, but this is not addressed by the authors. I raised this point previously in major comment 5 and the authors did not address it. The authors need to describe how the model deviates from the experimental data and discuss the implications of this. They should also conduct analyses to determine the periodicity of these cells. Please also include a figure showing the responses of these place cells (and grid cells if included) in the 2D arena.

Ans) Please refer to answer 3a for this. We have changed the Path Integration mechanism from the last manuscript. The current formulation has been shown to eliminate the symmetric distribution of fields in the 2D arena (Aziz et.al. 2022) leading to more diversity in place and grid cell numbers. We hope to extend this hypothesis to 3D lattices too. To test this we performed a partial analysis of periodicity by calculating CVs (Coefficient of Variations) as reported in (Grieves et al. 2021). They were calculated as (standard deviation/mean) of distances between a field and its three neighboring fields’ centroids. It has been shown that higher CVs correspond to irregular distribution of fields. We have not performed a complete analysis of periodicity but the preliminary results show decent values and need to be tested further. For your reference, we are adding CVs of putative cells in aligned and tilted lattice mazes.

Aligned:[ 0.24, 0.18, 0.18, 0, 0.22, 0.35, 0, 0.08, 0.16, 0.18, 0.39, 0.17, 0.13]

Tilted: [0.19, 0.19, 0.10, 0.21, 0.12, 0.21, 0.19, 0.25, 0.12, 0.19, 0, 0.10, 0.14]

Again, the CVs may not be a clear indicator of periodicity but periodicity for these cells in 3D would require a thorough and comprehensive analysis.

e. Many of the helical maze place cells are periodic in the 2D arena and it is very difficult to see how they differ from helical maze grid cells in the 2D arena (i.e. compare the 4 fields of the place cell Neuron 7, Figure 9, A1 which are arranged in a triangular grid, to 4 fields of the grid cell Neuron 14, Figure 10, A2 which are arranged in a similar triangular grid). The example grid cells shown in Figure S2 are the most convincing in the manuscript, although they are also often missing firing fields. For some reason, the responses of the helical maze place cells are not shown for the 2D arena so it is impossible to determine how distinct the place and grid cell populations are for this experiment. Can the authors add these responses to figure S3? The authors were dismissive of these qualitative assessments previously; however, we do not know a priori that their model will produce place or grid cells, therefore the grid cell classification measure used in the current manuscript appears to not be sufficient to conclude that these neurons are in fact grid cells.

Ans) Thank you for your comment. As mentioned in the previous answer (3a), we have reworked our PI equation to a complex form that leads to non-periodic firing fields in the encoded layer of the autoencoder. As the PI equation is changed, all the results have changed, and new figures are included that show a clear distinction between place and grid cells. For clarity, we have now included firing rate maps of all place cells in the 2D arena in Figure S3.

f. Previous minor comment 14: In response to a previous question the authors provided a figure (Figure A) which shows the effect of firing rate map resolution and a spiking threshold on the proportion of place cells and grid cells found. This figure shows that when the spike threshold is low neurons are more likely to be classified as grid cells. This suggests that the place and grid cells in the current manuscript are not distinct populations, but instead their activity deviates purely due to the arbitrary spike threshold chosen by the authors. Thresholding is often used in computational modelling to isolate prominent receptive fields; however, a neuron’s classification type should not be dependent on the level of thresholding used. Again, one explanation is that as the threshold is lowered, cells are likely to exhibit more fields and are thus more likely to exhibit fields in a triangular array by chance. See section 2a above for possible solutions to this issue.

Ans) Thank you for the comment, and it does make sense. As we have mentioned in answer (3a) about the new formulation of PI, we do not see periodic firing in place cells now. In fact, this time, the threshold is the same, i.e., (threshold = mean + 1.5\*standard deviation) to observe the firing fields for both grid and place cells.

g. Previous minor comment 25: Can the authors specify what hexagonal grid score they used (one is not given in the Hafting paper cited). I do not see how many of the plotted grid cells could pass any grid score metric – for example the top right 3 cells in Figure S4 do not exhibit a hexagonal pattern in their autocorrelogram at all. What are the grid scores for these cells? I suggested that grid scores be provided in these plots previously (previous minor comment 28) and they should be added for clarity.

Ans) We have specified the criteria we chose for classifying a neuron as a grid cell in the Methods section, which is taken from Soman et.al 2017, and all the result figures are reworked. The neurons whose Hexagonal grid score (HGS) (please see methods section in the manuscript) is greater than 0.3 are considered hexagonal grid cells, and we have included the grid scores on top of each grid cell plot. We have removed the square grid cells in every environment for further analysis.

4. I now understand better the analysis and results the authors describe related to the head direction resolution manipulation. Thank you for clarifying this text. Instead of modelling head direction cells with uniform azimuth preferred directions and a distribution of preferred pitch directions, the authors discretize these into n1 or n2 angles respectively. This procedure is sometimes used to reduce the computational complexity of a model and increase its speed, although the practice is less common in recent models. However, the discretization would normally use a large number of angles so as not to introduce artefacts/aliasing into the model (e.g. Page et al. use 500 unique azimuthal angles https://doi.org/10.1152/jn.00501.2017) while the current model includes a maximum of 20 angles. I’m not sure what effect this has on this model’s responses.

a. It is not clear to me why the authors manipulate the “resolution” of the HD system in this way. Experimental data has not shown that the head direction system is discretized in any dimension, HD cell preferred firing directions form a continuous distribution. Because this manipulation is not physiologically grounded it is very difficult to interpret its significance here beyond a model tuning parameter. What does this manipulation correspond to in the HD system?

Ans) Thank you for the comment. You are right here that the manipulation of HD in azimuth and pitch does not have a physiological ground. The reason we included this study is to understand the deviation of the modeling results from the experimental results. Although, considering your suggestion, we have removed this from the manuscript.

b. “This reinforces the hypothesis that the inaccessibility of specific dimensions leads to non-uniform HD tuning” there is no evidence that the uniformity of the HD network changes due to environmental affordances. If a HD cell exhibits a preferred azimuth x pitch angle, evidence strongly suggests that preferred angle will remain consistent relative to other HD cells regardless of the animal’s surroundings. Can the authors clarify how they hypothesize inaccessibility leads to non-uniform tuning?

Ans) Please refer to answer 4a.

c. “only when the chosen n1 and n2 values satisfy a specific inverse linear relationship. We speculate that this might be due to the uneven trajectory distribution with lower accessibility to the Z axis.” I don’t really understand this explanation. Why does altering the resolution of the HD system in the azimuthal plane change the likelihood of cells exhibiting vertical elongation? How is the HD resolution related to the trajectory distribution? Because the manipulation is unorthodox the authors need to be much clearer with their interpretation and explanation of this.

Ans) Please refer to answer 4a. We were referring to the observations we got from our HD resolution study, and we didn’t interpret the results correctly. The discussion regarding HD tuning in the Discussion section is now been removed as we have removed the entire HD resolution study from the manuscript.

5. In my previous comments I pointed out that many of the results presented in the current manuscript deviate significantly from the experimental data (Major comment 3). The authors’ replies to these comments were generally unsatisfactory. Each inconsistency taken separately does not represent a serious issue, and of course computational models can rarely, if ever, fully replicate experimental findings. However, the current model displays errors in every environment. In their response to major comment 2 the authors stated that “the primary goal of this model is to show the effectiveness of simplified modelling approaches to study 3D spatial encoding in rodents” so these errors, at the very least, need to be described and discussed in the manuscript as they point to the effectiveness of the modelling approach, but they are instead ignored.

a. Page 36, line 29: “We observed that in an aligned lattice, a higher proportion of fields are elongated and oriented towards the Z axis” Page 37, line1: “…we hypothesize that to observe the significant axial elongation and orientation as observed in experiments, inaccessibility of that axis is necessary”. Grieves et al. (2020) did not observe a greater proportion of fields elongated vertically (see their Fig. 7C). The X, Y and Z axes “shared a similar number of fields”. Thus, the experimental results are not in agreement with the current model. The authors stated in their response to Major comment 3a that this depends on the choice of model parameters: “But for another set of pitch and azimuth units, proportion of fields oriented along all three axes would be more than expected by chance.” It is hard to assess just from Figure 8.2, but I do not think there is a combination of azimuth and pitch units which is in agreement with the experimental results. If there is a combination which recreates the experimental results more closely this needs to be described clearly in the text, and why is that not the parameter combination used when generating Figure 6? Because there is no evidence that HD “resolution” changes between environments, a parameter combination would need to be found which recreates the experimental results consistently across all the tested environments.

Ans) Thank you for the comment. As we have removed the diagonal movement and reformulated our PI, we observe that the properties of our place fields, i.e., orientation and elongation, align with the experimental results (Figure 5 and Figure 6: A3 and B3). Now we do not have more number of fields elongated or oriented along z axes.

Taking pitch angles as 0,90 and 180 degrees recreates the experimental results more closely, and hence we have reported our results with this combination for both aligned and tilted lattice mazes. As mentioned earlier, we have removed the HD resolution studies because it does not have a physiological basis.

b. The authors’ response to previous Major comment 3b (that fields in the pegboard maze are not solid stripes but are instead multiple fields stacked vertically) did not address the issue. The authors also addressed this phenomenon in minor comment 26: “The fields modelled are indeed stripes but look like individual fields linearly stacked up. This is probably due to higher window of smoothening used to generate firing rate maps” The modelled pegboard fields shown in Figure 12 are not stripes. They are very clearly separated, individual fields arranged in a vertical line. This is not consistent with Hayman et al. (2011), see their Figure 2. This difference is apparent in the trajectory and spike plots, so this effect is not due to firing rate map smoothing. The authors need to describe how the model deviates from the experimental data and discuss the implications of this.

Ans) We appreciate the comment on the firing fields in the pegboard maze. We understand that the fields are separated and stacked up. During simulation, with various combinations of pitch angles, we realized that the continuous stripes occur if and only if no pitch information is given to the model, i.e., 20 azimuth angles and 1 pitch angle ( horizontal to the surface). (REASON)

c. In response to previous major comment 3d about the inconsistency of fields in the helical maze: “As we have trained the entire model again, those results are completely changed and we don’t see above mentioned disruptions in our new results” but the example cells in Figure S2 and S3 clearly still show this effect. Most cells have fields that repeat only on a subset of coils, additionally, the majority of place cells in Figure S3 have many vertically repeating fields. These responses are not consistent with Hayman et al. (2011), see their Figure 3A and 4A. The authors need to describe how the model deviates from the experimental data and discuss the implications of this.

Ans) Similar to the pegboard, when we have 20 azimuth angles and only 1 pitch angle (horizontal to the surface), we observe the continuous firing along the five vertical coils, and we only see a few fields that fire on the subset of the coils (please refer to Figures 8 and 9 and Supplementary Figures S2 and S3).

d. I previously pointed out that the modelled place cells are not elongated parallel to the maze boundaries in the 2D arena (Major comment 3e). This was an important finding of Grieves et al. (2020) because place cells in the lattice mazes also exhibited elongated place fields along the 3D maze boundaries. This suggests place cells use the same mechanism for generating place fields in 2D and 3D. The authors’ response was that “In the new results, we show the average length of firing fields in the minor and major axis in Fig. 11:B and Fig. 12: B. The data indeed shows elongated firing fields in 2D arena” but Figure 11B and 12B do not show this, the minor and major axes are virtually identical. The aspect ratio values in 11C and 12C are also very close to 1.0 and the spatial information in 11D and 12D are also virtually identical in each axis. These results are consistent with the fields being circular. Note that by definition the major axes will always be consistently larger, so the authors need to instead calculate field elongation, an analysis they use for the lattice mazes in Figure 5A1 & B1 but do not apply to the 2D arena. The authors also do not test if the fields in the 2D arena are oriented parallel to the walls, for this they would need to repeat the analysis shown in Figure 6 which was also not applied to the 2D arena. The authors also added text to page 34, line 19: “Firing fields in the flat arena were slightly oval, typical for place cells but were highly elongated in the pegboard. This is deduced by calculating the aspect ratios for all the fields of the same cells in both environments (F: 1.30 +- 0.29; PB: 3.17 +- 1.07; t86 = -12.47, p < 0.0001) (Fig. 11: C”. Aspect ratio does not seem to be defined, how was aspect ratio calculated in the different mazes? To determine if the fields were oval in the 2D arena the authors would need to compare the aspect ratio values in the 2D arena to 1.0 (circular), with a one-sample t-test for example. The authors compared the 2D arena to the pegboard maze which does not answer the question. If fields in the 2D arena are not elongated, this inconsistency with the experimental data needs to be discussed in the manuscript.

Ans) Fields are elongated in 2D: Reported place and grid fields are elongated in 2D which is deduced from calculating the Aspect ratio (Major Axis/Minor axis) and then comparing it to a perfectly circular field’s aspect ratio of 1 using a one-sample t-test.

Fields are oriented along borders in 2D: Reported place and grid fields are elongated along any of the two axes in 2D environments. This is quantified using a cosine similarity between the orientation of the Major Axis and the axis vector (border of the maze). The field is considered oriented along maze borders if the cosine similarity index is > 0.9 with any of the maze axes. It is observed that 85% of place fields and 82% of grid fields in Pegboard’s 2D arena, 70% of grid fields and 73% of place fields in aligned lattice’s 2D arena, 85% of grid fields and 73% of place fields in helical maze’s 2D arena, 69% of place fields and 80% of grid fields in tilted lattice’s 2D arena are oriented along the maze borders.

If we consider both measures together, it can be concluded that most of the fields are elongated and oriented along the maze borders for the 2D arena. This has been added to the supplementary methods.

6. Previous minor comment 19: “The trajectories for lattice mazes were inspired from the experimental studies but to keep the trajectories natural enough, the diagonal movements were added. Nevertheless, the probability of diagonal movement is comparably lower than the axial one.”

a. Table 1 lists the probability of diagonal movements as 24% of all movements, so these make up a significant fraction of movements in the mazes. Does the inclusion of these trajectories affect the output of the model?

Ans) Yes inclusion of movement along diagonal axes affects the orientation of the fields, as evidently observed in the last version of the manuscript.

b. Why are diagonal movements in the AB plane included in the tilted lattice maze (Table 1)? This deviates from the experimental data where there were no differences between movements in the AB, BC & CA planes. Can the authors clarify this and explain how this impacts the results?

Ans) We have recreated the trajectory and removed all the diagonal movements in the aligned as well as the tilted lattice maze to match with experimental trajectories. We observe the orientations are more clean in aligned along X, Y, and Z axes and in the tilted lattice maze along the A, B, and C axes. The new probabilities of movement of the agent along the X, Y, and Z axes and the A, B, and C axes in the aligned and tilted lattice maze, respectively, are shown in Table 1 in Supplementary data.

c. I downloaded the data files provided by the authors and plotted the contents of “Trajectory\_interpolated\_tilted\_lattice1.csv”, this trajectory includes diagonal movements on the face of each maze cube not just in one plane, why does Table 1 only list diagonal movements in the AB plane if they were made in all 3 planes of the maze?

Ans) We have now removed all the diagonal movements in the trajectories of both the mazes and corrected Table 1 in the Supplementary material accordingly.

d. The trajectory in “Trajectory\_interpolated\_aligned\_lattice.csv” also has diagonal movements in all 3 planes, these can also be seen when zooming in on Figure 3, A1. This means that the pitch directions in which the agent can move in the aligned lattice are not “0, 90 and 180 degrees” (page 30, line 8) because the agent will adopt intermediary pitch angles during these diagonal movements. Can the authors clarify this and explain how this impacts the results?

Ans) Even if there are diagonal movements in the trajectory, the displacement (z) will have components along the preferred directions. For example, in the figure below, if ɸ is less than 45, z will have a larger component along 0 degrees and a smaller component along 90 degrees and vice versa.
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Although, currently, we have removed the diagonal movements in both aligned and tilted lattice mazes, we now keep the preferred pitch angles (0, 90, and 180) the same in both the trajectories, i.e., aligned and tilted lattice mazes.

e. How are the upward/downward diagonal movements in the aligned lattice maze categorized in Table 1?

Ans) Earlier, the probability of the agent going upward or diagonally upward was the same, i.e., if the agent was at the edge, the agent had 4 options (3 diagonal movements and 1 vertically upward). So the probability of taking any path was ¼. If the agent was not at the edges the probability was ⅕ (4 diagonally upward and 1 vertically upward). For downward movement too, similar probabilities were followed. We have now removed the diagonal movements completely from our aligned and tilted trajectories.

Minor comments

7. The introduction includes a nice paragraph on the different experiments assessing 3D head direction responses (Page 20, line 14). There should maybe also be some discussion of the dual-axis rule here (Page et al. 2018 https://journals.physiology.org/doi/pdf/10.1152/jn.00501.2017). Can the authors discuss why their 3D model does not include the dual-axis rule when encoding head direction, and if this would change their results?

Ans) In the present study, the handling of HD representation in 3D follows the method adopted in an earlier model of 3D navigation in bats (Soman et al \*\*\*). We represent 3D orientation in allothetic coordinate system in terms of azimuth and pitch and ignore roll angle. We separately represent azimuth and pitch using two distinct neural populations, a scheme that was successfully used to generate 3D spatial representations in (Soman et al \*\*\*). However, to construct a full 3D neural compass requires a large neural population and may not be an economical way of neural resource utilization. Recognizing this problem, Page et al (\*\*\*) proposed the dual-axis rule which represents 3D HD information not in full 3D space, but, more economically, using a set of interrelated 2D surfaces. Incorporating dual-axis rule into the current model of 3D navigation would be an interesting modelling objective for the future.

8. Page 21, line 20: “In this study, we focus on the following set of questions in 3D navigation:” the lines after this seem to be a bit muddled, there seem to be two points presented, one of which is a bullet point, but neither of them are a question – the first is a proposal and the second is a result.

Ans) Thank you for pointing that out. We have now replaced that line with the following line: “In this study, we focus on developing a versatile deep autoencoder-based network to model grid and place cells in helical and pegboard mazes along with place cells in lattice mazes.”

9. Please specify the statistical tests used throughout the manuscript, e.g. what kind of t-test was used to compare the minor axis lengths on page 34, line 21?

Ans) We have used 2 sampled t-tests except mentioned otherwise. This is mentioned on Page 13, section 3.2 as “We have used two sampled t-tests for comparative studies, except mentioned otherwise.”

10. In Figure 11D the y-axis label should specify units of bits/spike.

Ans) Thank you for bringing this to our attention. We have now corrected the units in Figure 11D and 12D(previously).

11. In Figure 11E it is unclear what units are shown on the x-axis (maze layers?).

Ans) We have now included arbitrary units (a.u.) in Figure 11E and 12E(previously).

12. Page 5, line 25: What was the size of the 2D arena? What duration of exploration does the trajectory correspond to?

Ans) The 2D arena for lattice is of size 5✖5 units. The 2D arena for the helical maze experiment is 2✖2 units, and for the pegboard, it is 10✖10 units. There is no duration element in our trajectory, we just have sample points. The size of 2D arenas are now mentioned in the manuscript on page 5, section 2.

13. Page 30, line 8: “n2 = 3 units [45, 90 and 135 degrees for tilted lattice” why is a pitch of 90- degrees included for the tilted lattice? I can’t see when a rat would be able to move at a pitch of 90 degrees (horizontally) in that maze.

Ans) We are now considering 0, 90, and 180 degrees in both the lattice mazes because, in the updated trajectory, the agent only takes three pitch movement directions. So we chose only 3 pitch angles which were 0, 90, and 180 degrees which are also the standard gravity, antigravity, and orthogonal to gravity angles in experiments. For consistency, we have maintained the same angles in both the lattice mazes.

14. The tilted lattices shown in Figure 3, B2 and Figure 4, B1 do not seem to have the correct orientation. The top and bottom vertices should be vertically collinear, but this is not the case(see Grieves et al. 2020 figure 1b). What was the orientation of the tilted lattice used in the model?

Ans) We have now corrected the orientation of the tilted maze figures and made them consistent throughout the manuscript. The lattice is oriented 45 degrees along the x-axis and 55 degrees along the y-axis.

15. Figure 8.2: B4-B6, the legends should say A, B & C for these plots not X, Y & Z.

Ans) We have removed this study from our manuscript.

16. Page 8, Line 27: “These spatial cells are further tested on the 3D mazes and the results are reported.” This sentence is repeated twice.

Ans) Thank you for pointing this out. We have now removed the second occurrence of this sentence on Page 8.

17. “To check whether the fields were elongated vertically, we also compared spatial information on the horizontal and vertical axis for both flat and pegboard” do the authors mean the X and Y axes for the flat arena?

Ans) Yes, we meant the X and Y axes for the flat arena and the horizontal and vertical axes for the pegboard. This is now corrected in the manuscript on page 16, section 3.2.2.2.

18. Figure S2 shows 12 grid cells, but the main text states that only 10 neurons exhibited grid responses (page 34, line 13).

Ans) Thank you for pointing out the discrepancy. We have corrected it according to our new results.

19. The type of error bars shown in plots (i.e. Figure 11B-E) should be specified in the figure legend.

Ans) We have now mentioned in the figures 8, 9, 10 and 11 captions that the error bar shows the standard deviation for their respective plots.

20. Figure 8.2: could the graphs be plotted consistently? i.e. plot A3 is rotated 90 degrees around the zaxis relative to A2 and B3 and the elevation is also different to B3 which makes comparisons between plots quite difficult

Ans) We have removed this section from the manuscript.